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ABSTRACT
This paper presents a new multimodal approach to speaker
diarization of TV show data. We hypothesize that the intra-
speaker variation in visual information might be less than
that in the corresponding acoustic information and therefore
might be better suited to the task of speaker model initialisa-
tion. This is an acknowledged weakness of the computation-
ally efficient top-down approach to speaker diarization that
is used here. Experimental results show that a recently pro-
posed approach to purification and the new multimodal ap-
proach to initialisation together deliver 22% and 17% relative
improvements in diarization performance over the baseline
system on independent development and evaluation datasets
respectively.

1. INTRODUCTION

Speaker diarization is now a main-stream speech processing
research topic and involves determining the number of speak-
ers in an audio document and the intervals when each speaker
is active, a task otherwise referred to as ‘who spoke when?’
Among other previously popular domains of telephone con-
versations and broadcast news, it is today that of conference
meetings which is widely considered to be the most challeng-
ing and accordingly attracts the most attention. Conference
meetings are also the focus of the internationally competitive
NIST Rich Transcription (RT) evaluations [1]. Among other
specific attributes, the highly spontaneous nature of meetings
pose several challenges to speaker diarization systems, many
of which remain problematic, e.g. the detection of overlap-
ping speech and effective system combination strategies.

Since the focus on conference meeting data has some-
what of a narrow application domain, researchers are already
looking to new opportunities. Speaker diarization has utility
in any application where multiple speakers may be expected
and, with the mass of multimedia information now available,
it is arguably for speaker indexing and content structuring
that speaker diarization has the greatest potential.

In recent months we have started some activities in
speaker diarization for mainstream multimedia data and,
due to the immediate availability of the ‘Grand Échiquier’
database1, we have thus far focused our efforts on broad-
cast television (TV) talk-shows. The application of speaker
diarization to new domains is notoriously troublesome and it
is common for systems that are optimised on one domain to
perform poorly when applied without modification to differ-
ent data. This recent experience has proved no different and
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the performance of our baseline system, that is optimised for
conference meeting data, performs poorly when applied to
TV show data.

The TV show data considered here contains far more
speakers than do typical conference meetings, a greater
spread of speaker floor time and more rapid speaker turns. It
can thus prove quite difficult to detect speakers and therefore
to initialise speaker models. Initialisation is a well known
weakness of top-down approaches to speaker diarization;
[2, 3] bottom-up approaches are arguably better suited to this
particular task. However, the top-down approach is particu-
larly computationally efficient and it is therefore of interest
to improve its robustness for large scale applications such as
indexing and content structuring.

A large volume of data in such tasks is multimodal yet
traditional approaches to speaker diarization exploit only
acoustic information. Some earlier work investigated the
utilisation of visual information for speaker diarization but
most of it focuses on conference meeting data, e.g. [4], which
utilised a standard bottom-up approach to speaker diariza-
tion and [5], which used BIC-based segmentation and graph
spectral partitioning for clustering. To our knowledge, none
of the existing work has involved top-down approaches. This
paper therefore reports the first attempt to utilise visual in-
formation to improve performance in a top-down approach
to speaker diarization for large scale multimedia tasks. Due
to the weaknesses of top-down approaches, in this first at-
tempt, we concentrate on utilising visual features only at the
initialisation level.

The remainder of this paper is organised as follows. Sec-
tion 2 gives brief details of the multimodal database on which
we report experimental results and discusses the differences
between it and typical conference meeting recordings. Sec-
tion 3 describes our baseline diarization system and the mod-
ifications which were necessary in order to apply it success-
fully to the new database. Section 4 describes how visual
features are utilised and our experimental work to assess their
benefit is reported in Section 5. Finally, our conclusions are
presented in Section 6.

2. TV SHOWS VS MEETINGS

The baseline speaker diarization system used in this work
was developed for the conference meeting domain, which
is the focus of current NIST RT evaluations. In this pa-
per we report experiments on a corpus comprised of over 50
French-language, ‘Grand Échiquier’ (GE) TV talk-show pro-
grammes from the 1970-80s. Each show focuses on a main
guest, and other supporting guests, who are both interviewed



by a host presenter. The interviews are punctuated with film
excerpts, live music and other performances. The database
presents numerous characteristics and challenges that have
made it popular among both national and European multi-
media research projects, e.g. the European K-Space network
of excellence [6].

The speaker diarization of such data is especially chal-
lenging and there are numerous differences between confer-
ence meetings and TV shows. Among the most obvious
are those related to recording quality. Meetings are gener-
ally recorded using distant wall-mounted or desktop micro-
phones. The distances between speakers and microphones
can vary greatly and may change throughout the recording if
speakers turn their heads or move around the meeting room.
In contrast, TV shows are usually recorded with high-quality
boom and/or lapel microphones and therefore the signal-to-
noise ratio is often much better than it is for meeting record-
ings.

The better audio quality of TV shows should be to our
advantage. However, perhaps surprisingly, and as we explain
later, speech activity detection tends to be more challenging
for TV shows than it is for meetings. In TV shows, aside
from the presence of film excerpts, live music, audience ap-
plause and laughter, silences during speaker turns can be very
short or almost negligible. Compared to meetings, where
speakers often pause to collect their thoughts or to reflect
before responding to a question, TV show speech tends to
be more fluent and sometimes almost scripted. This is per-
haps due to the fact that the main themes and discussions are
prepared in advance and known by the speakers.

Quantitative differences between TV shows and confer-
ence meetings are summarised in Table 1 which illustrates
various statistics (column 1) for 7 TV shows (column 2) from
the GE database, which have thus far been annotated accord-
ing to standard NIST RT protocols [1], and the 7 conference
meetings from the NIST RT‘09 dataset (column 3). The av-
erage show length for the GE and RT‘09 dataset is 147 min-
utes and 25 minutes respectively. On average there are 50
minutes (GE) and 13 minutes (RT‘09) of speech per show
(i.e. with noise and music removed). In the GE dataset there
are an average of 1033 speech segments per show with an av-
erage length of 3 seconds (cf. 882 segments with an average
length of 2 seconds for the RT‘09 dataset). There are also
differences in the amount of overlapping speech (averages of
5 minutes cf. 3 minutes per show). As a fraction of the av-
erage speech time the percentage of overlapping speech in
each case is 10% (GE) and 23% (RT‘09) and thus there is
less overlapping speech in the GE dataset than there is in the
RT‘09 dataset.

Finally, we consider differences in speaker statistics.
Also illustrated in Table 1 are the average number of speak-
ers and the average floor time for the most and least active
speakers in each show. On average there are 13 speakers
per TV show and only 5 speakers per conference meeting.
This might be expected given the longer average length of
TV shows. Given a larger number of speakers we can expect
a smaller average inter-speaker difference than for meetings
and hence increased difficulties in speaker diarization. Fur-
thermore, we see that the spread in floor time is much greater
for the GE dataset than it is for the RT‘09 dataset. The
average speaking time for the most active speaker is 1476
seconds for the GE dataset (cf. 535 seconds for RT‘09) and
corresponds to the host presenter in each case. The average

Attribute GE NIST RT‘09
No. of shows 7 7
Evaluation time 147 min. 25 min.
Total speech 50 min. 13 min.
No. of segments 1033 882
Av. segment length 3 sec. 2 sec.
Overlap 5 min. 3 min.
No. speakers 13 5

most active 1476 sec. 535 sec.
least active 7 sec. 146 sec.

Table 1: A comparison of Grand Échiquier (GE) and NIST RT‘09
database characteristics.

speaking time for the least active speaker is only 7 seconds
(cf. 146 seconds for RT‘09) and corresponds to one of the mi-
nor supporting guests. Speakers with such little data are ex-
tremely difficult to detect and thus this aspect of the TV show
dataset is likely to pose significant difficulties for speaker di-
arization even if, according to standard NIST protocols, each
speaker’s contribution to the diarization performance metric
is time weighted. Furthermore, the presence of one or two
dominant speakers means that lesser active speakers will be
comparatively harder to detect, even if they too have a sig-
nificant floor time.

Even if there is less overlapping speech the nature of
TV shows thus presents unique challenges not seen in meet-
ing data: the presence of music and other background non-
speech sounds, shorter pauses, a greater spread in speaker
floor time and more speakers. These issues are likely to ex-
acerbate weaknesses with initialisation and thus we seek to
improve performance by utilising video features.

3. SYSTEM DESCRIPTION

In this section we describe a baseline top-down speaker di-
arization system and then some modifications which are nec-
essary so that it may be applied successfully to TV show data.
The system described here is audio-only. A multimodal ap-
proach is described later in Section 4.

The baseline diarization system adopted here is that of
LIA-EURECOM’s submission [2] to the NIST RT‘09 eval-
uation [1]. Developed by LIA, the system is based upon
an evolutive hidden Markov model (E-HMM) [7] approach
to speaker diarization where states correspond to speak-
ers and transitions between states correspond to speaker
turns. Speakers are modelled with Gaussian mixture mod-
els (GMMs). A full description of the system is available
in [2] and accordingly only a brief system summary is re-
ported here. The system is composed of four stages, each
one of which is summarised below with a recently introduced
purification stage [3].

Speech activity detection (SAD) is the first step and is per-
formed by alignment to a 2-state HMM with speech and non-
speech models. Several iterations of decoding and adapta-
tion are performed and produce the speech/non-speech labels
which are used in subsequent stages.

Segmentation and clustering aims to identify the speakers
and when each of them is active. First, a general GMM
model is fitted to all the speech available in the recording
with an expectation maximisation (EM) algorithm. A new
speaker is then identified with the selection of single segment



currently assigned to the general GMM and a new speaker
model is trained, again with EM. Several iterations of Viterbi
decoding and adaptation are performed to give a new seg-
mentation hypothesis. New speakers are added one-by-one,
in identical fashion, and the process stops when there remains
no more eligible segments for model initialisation.

Purification was added recently [3] and was inspired by the
segmental initialisation approach proposed in [8]. The aim
is to purify the clusters by retraining new speaker models
using only the sub-segments which best fit each model and by
reassigning the other sub-segments to the nearest new model
via several iterations of Viterbi decoding and adaptation.

Resegmentation is applied to refine the speaker boundaries
and to delete irrelevant speakers (speakers with too little
speech). In contrast to the previous segmentation and clus-
tering step the models are incorporated simultaneously into
the HMM, and the models are tuned through the MAP adap-
tation of a world model that is trained on external data.

Normalization and resegmentation involves a final pass of
resegmentation but on feature vectors that are normalised
segment-by-segment to fit a zero-mean and unity-variance
distribution. Full details are available in [2].

The baseline system was developed for conference meeting
data and our preliminary attempts to apply the same system
to TV show data produced poor results. Some minor mod-
ifications were necessary so that the system can be applied
successfully to TV show data.

Non-speech periods in the TV show data are mainly mu-
sic, applause or laughter. Since we have not implemented a
music detector we assume that the few music intervals are
known and thus they are manually removed. Also, as de-
scribed above, speech pauses are far less common than they
are in meeting data. Since the penalty incurred by ignoring
speech pauses is greater than that incurred by trying to detect
them (i.e. it leads to high levels of missed speech), and since
there is in any case very few genuine non-speech intervals,
we decided to skip the SAD step for TV show data.

The recently introduced purification step was also opti-
mized for meetings and did not give good performance when
applied to the TV show data. This is mainly due to inactive
speakers for which, after purification, there remain insuffi-
cient data with which to retrain new speaker models. The
approach still delivers improved performance for speakers
with sufficient data and so purification is here only applied
to speakers who, following segmentation and clustering, are
deemed to be active for more than 14 seconds.

Finally, the normalization step, whose purpose for meet-
ing data includes channel compensation to reduce the effects
of differing distances between microphones and speakers,
was found not to bring any consistent performance improve-
ment for the TV show data, where recordings are made in
far more controlled and consistent conditions. This step is
therefore also skipped.

It is acknowledged that the manual labelling of music
intervals renders our experiments artificial. However, it is
reasonable to assume that automatic music detection errors
should have equivalent effects on speaker diarization system
performance both with and without visual features and so it
should not detract too significantly from the assessment re-
ported here. Further more, even though we do not make any

effort to detect non-speech intervals they are nonetheless in-
cluded for scoring purposes, as dictated by standard NIST
speaker diarization assessment protocols.

4. MULTIMODAL APPROACH

TV show data is edited; shot selection is performed by a TV
director who generally tries to focus on the active speaker.
Therefore we can assume that, most of the time, ‘we see who
we hear’. However, the task is to determine who is speak-
ing, not who we see, and thus it is still the acoustic signal
that carries the most pertinent information. Since it is not
necessarily the case that acoustic and visual information are
correlated in terms of speakers, multimodal feature combi-
nation or fusion can be problematic in speaker diarization
tasks and so standard approaches to combination or fusion
are not appropriate. For this reason, and due to the initiali-
sation weaknesses of top-down speaker diarization systems,
we thus propose to use visual features as early as possible in
the process and here consider their use only for initialization.

Our hypothesis is that, even though visual features might
not always reflect the active speaker, for an unsupervised task
such as speaker diarization, they are better suited to initial-
isation than are acoustic features since they are more stable
and consistent, i.e. whereas the acoustic content will surely
change, certain aspects of a speaker’s appearance, namely
their clothing, will surely not.

The idea is to perform unsupervised pre-clustering with
visual features to over-cluster the data into a pool of small
pre-clusters whose number should exceed the true number of
speakers. A candidate cluster is then selected, according to
some criteria, and is used to introduce a new speaker into
the E-HMM. This is done using the corresponding acoustic
features in exactly the same manner as before. New speak-
ers are added one-by-one, but now using the pre-clusters for
initialisation, and the process is repeated until there are no
more remaining candidate clusters. Except for the model ini-
tialisation stage the system is identical to that described in
Section 3. In the following we describe our choice of visual
features and the approach to pre-clustering.

4.1 Visual features

On a TV set clothing is often carefully chosen so that partici-
pants are easily distinguishable and to avoid clothing clashes.
Therefore we expect that features which characterise faces or
clothing should be of use for speaker diarization.

Face detection is performed according to the popular Vi-
ola and Jones method [9] with the software available in the
OpenCV library [10]. From identified faces bounding boxes
are then determined according to a scaled rectangle situated
immediately below the face, similar to the method described
in [11]. An example is illustrated in Figure 1 where the green
and red rectangles show the bounding boxes for faces and
clothing respectively. Colour features are then extracted from
the clothing region.

A total of 22 visual features were considered (not re-
ported here) and were ranked according to their speaker dis-
criminability according to the method used in [12]. This
analysis showed that the feature based on the average dom-
inant clothing colour had the highest speaker discriminabil-
ity and is that used for visual pre-clustering experiments re-
ported here.



Figure 1: An illustration of face (green) and clothing (red) bound-
ing boxes. The dominant, on-screen clothing colour is illustrated
below against time and corresponds to the active speaker. Changes
in the dominant clothing colour can indicate a speaker turn.

4.2 Pre-clustering
Since the guest lineup often changes between musical inter-
vals we first segment the show into non-musical (i.e. speech)
intervals and treat each individually. We suppose that each
speech segment contains between 2 and 10 speakers and we
apply a classical k-means clustering [13] to the average dom-
inant clothing colour feature to partition the visual observa-
tions into a number of clusters. So as to reduce the chances
of a single cluster attracting data from more than a single
speaker we aim to identify more clusters than there are speak-
ers and have adopted the method proposed by Sugar and
James in [14] which determines the appropriate number of
clusters automatically. We only keep clusters with more than
10 seconds of assigned observations. Clusters with fewer
than 10 seconds of observations are removed and their data
is reassigned to other clusters. The procedure usually results
in more than one model per speaker.

Then, new models are trained using the acoustic data
which corresponds to each of the pre-clusters. The new mod-
els are then purified using the approach described in [3] but,
to accommodate an increased spread in speaker floor time,
we use a purity factor of 75% (cf. 55% in [3]). This produces
a new set of pre-clusters.

Our experiments have shown that it is important to add
the most dominant speaker to the E-HMM ahead of less dom-
inant speakers and so the five pre-clusters which are assigned
the most data are selected as potential candidates for adding
the first speaker model into the E-HMM. Assuming that pre-
clusters of good quality (i.e. those which largely correspond
to a single speaker) will attract frames from fewer, but con-
centrated segments, rather than a large number of short, frag-
mented segments, we then compute the ratio of the total
amount of data and the number of segments in each of the
five pre-clusters. The pre-cluster with the highest ratio of
frames-to-segments is selected as the first speaker and a new
model is thus added to the E-HMM, which is updated in the
usual way. The four other pre-clusters are moved back into
the pool of pre-clusters which are used to add subsequent
speakers.

Additional speakers are added to the E-HMM by choos-
ing the next pre-cluster which has the largest amount of
data currently assigned to the general GMM model in the
E-HMM. Speaker models are added one-by-one, in the same
way as before, until there remain no more pre-clusters with
more than 6 seconds of data assigned to the general GMM.

System Dataset SpkError SAD DER

Baseline System GE dev. 25.7/26.0 15.2/9.7 40.8/35.6
Baseline + Pur. GE dev. 23.6/23.4 15.2/9.7 38.7/33.0
Optimized audio system + Pur. GE dev. 21.9/21.5 11.8/5.8 33.6/27.3
Multimodal system GE dev. 22.0/23.8 11.8/5.8 33.8/29.6
Multimodal system + Pur. GE dev. 18.3/19.5 11.8/5.8 30.0/25.3

Baseline System GE eval. 30.4/31.1 9.4/5.5 39.7/36.5
Baseline + Pur. GE eval. 28.8/29.5 9.4/5.5 38.2/34.9
Optimized audio system + Pur. GE eval. 22.9/25.9 7.4/3.4 30.3/29.3
Multimodal system GE eval. 24.9/26.2 7.4/3.4 32.3/29.6
Multimodal system + Pur. GE eval. 24.2/25.5 7.4/3.4 31.6/28.8

Baseline RT‘09 17.6/18.3 8.4/3.2 26.0/21.5
Baseline + Pur. RT‘09 12.7/12.8 8.4/3.2 21.1/16.0

Table 2: Speaker diarization performance on the GE dataset (devel-
opment and evaluation subsets) and the NIST RT‘09 dataset with
different system configurations. Illustrated are the contributions of
speaker error (SpkError) and speech activity detection (SAD) per-
formance to the total combined diarization error rate (DER). In all
cases error rates are given with/without scoring overlapping speech
regions.

5. EXPERIMENTAL WORK

Our experimental results are summarised in Table 2 and aim
to demonstrate the potential merit of a multimodal approach
to speaker diarization. We report experiments on two subsets
of the GE database. The 7 annotated shows are divided into a
development set of 4 shows and an evaluation set of 3 shows.
We acknowledge that the number of shows, and therefore the
statistical significance, is small. However, each of the GE
shows is recorded in almost identical conditions and there-
fore the average inter-show difference is likely to be less than
it is for a typical NIST RT dataset. Conference meetings are
recorded at different sites, using different acquisition equip-
ment and different room layouts etc. The TV studio is, in
contrast, mostly the same. Table 1 shows that there is an av-
erage of only 13 minutes of speech per show in the RT‘09
dataset which amounts to a total of 91 minutes of speech for
the whole dataset. The GE evaluation set of 3 shows has an
average of 50 minutes of speech per show. This amounts to a
total of 150 minutes of speech. Therefore we have less inter-
show variation and considerably more speech than there is in
a standard NIST RT speaker diarization dataset.

To facilitate the comparison of performance to the work
of others, all results in Table 2 are presented with/without
the scoring of overlapping speech. In the following, unless
explicitly stated otherwise, we only discuss scores which in-
clude the scoring of overlapping speech. The total diarization
error (DER) is illustrated with the contributions from speaker
errors (SpkErr) and speech activity detection (SAD). The
second line of Table 2 shows performance when the base-
line speaker diarization system of [2] was applied directly
to the GE dataset without modification. This system is that
described in the start of Section 3 but does not include the
recently introduced purification stage. A total diarization er-
ror rate of 40.8% corresponds to an SpkErr of 25.7% and
SAD errors of 15.2%. For comparison we illustrate in line
12 of Table 2 the performance obtained when the exact same
system is applied to the NIST RT‘09 database. Results here
are identical to those published in [2]. For the meeting data,
corresponding results are a total DER of 26.0% (17.6% Sp-
kErr and 8.4% SAD). The 3rd and 13th lines of Table 2 show



performance on the GE and RT‘09 datasets with integrated
purification, as described in the start of Section 3. This sys-
tem corresponds to that published in [3]. Respective DERs
of 38.7% and 21.1% show a consistent improvement across
the two datasets.

Performance is considerably worse for TV shows than it
is for meetings. Both SpkErr and SAD performance are poor
for the TV show data (23.6 % and 15.2% respectively cf.
12.7 % and 8.4% for meetings) but significant improvements
in performance are obtained with the system modifications
proposed toward the end of Section 3, namely those of re-
moving SAD, optimized purification and no normalisation.
Corresponding results are illustrated on line 4 which show a
total DER of 33.6%. There are improvements in both SpkErr
and SAD error rates (21.9% and 11.8% respectively). Over
the baseline system with purification (line 3) this corresponds
to a relative improvement in DER of 13%. The SpkErr re-
mains high, however, and is caused by the poor detection of
relatively inactive speakers..

When we perform initialisation with visual features, ac-
cording to the system described in Section 4, but without pu-
rification, we obtain a total DER of 33.8% (line 5). Thus
similar levels of improvement are obtained with purification
and visual features. When we combine purification and ini-
tialisation with the use of visual features we obtain an av-
erage DER of 30.0% (line 6). Therefore the recently intro-
duced purification module, and the approach to initialisation
with visual features that is proposed here, bring complemen-
tary improvements to speaker diarization performance. Com-
pared to the baseline system with purification (line 3) this
corresponds to a relative improvement of 22% in DER and is
attributed to improvements in speaker model purity and the
better detection of relatively inactive speakers.

All of the above results correspond to systems that are
optimised for the development set. To validate our findings
on unseen data we repeated the experiments on the evalua-
tion set and observed a similar trend in performance. The
original baseline system without purification gives an aver-
age DER of 39.7% (line 7). With purification performance
improves to 38.2% (line 8). Without SAD, optimised purifi-
cation and no normalisation, we obtain 30.3% (line 9). Us-
ing visual features for initialisation, but no purification, we
obtain 32.3% (line 10). Finally, when we combine purifica-
tion and visual features we obtain a DER of 31.6% (line 11).
These results are marginally worse than the results for the
optimised audio system with purification (line 9) but do not
discount the merit of visual features. These scores include
overlapping speech even though we do not attempt to detect
overlap. We note that when these regions are not scored,
we achieve a small gain in performance with visual features
and purification (29.3% cf. 28.8%). Referring once again to
scores including overlapping speech, this corresponds to a
relative improvement of over 17% compared to our baseline
system with purification (line 8). The combined approaches
thus deliver complementary improvements in DER on both
development and evaluation datasets and serve to both vali-
date the efficiency of our purification step introduced in [3]
and the merit of video features for initialisation.

6. CONCLUSION

This paper reports our first attempts to utilise visual infor-
mation to assist with speaker diarization. Experiments are

reported on a dataset of 7 TV shows. Whilst the two de-
velopment and evaluation subsets contain fewer files than a
typical NIST RT dataset, they both contain more speech and
should have less inter-show variation.

Based on the hypothesis that we often ‘see who we hear’,
our assumption that visual features are better suited to ini-
tialisation than are acoustic features and due to the acknowl-
edged weaknesses of the computationally efficient top-down
approach to speaker diarization, we investigate the use of vi-
sual information for initialisation purposes only. Experimen-
tal results show that whilst diarization performance is lower
than that reported for conference meeting data, a recently
proposed purification step and the use of visual features give
complementary improvements in speaker diarization perfor-
mance and relative improvements in DER of 22% and 17%
on the development and evaluation sets respectively.

The paper thus establishes the potential of visual infor-
mation for intialisation purposes, in particular for the identi-
fication of relatively inactive speakers. With such a compu-
tationally efficient, top-down approach to speaker diarization
there is thus potential for large scale indexing and content
structuring applications. This work is however a first attempt
and future work should focus on strengthening integration of
visual features.
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