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ABSTRACT

This paper introduces an orthonormal version of the sliding-window
Projection Approximation Subspace Tracker (PAST). The new al-
gorithm guarantees the orthonormality of the signal subspace basis
at each iteration. Moreover, it has the same complexity as the orig-
inal PAST algorithm, and like the more computationally demand-
ing natural power (NP) method, it satisfies a global convergence
property, and reaches an excellent tracking performance.

1. INTRODUCTION

Subspace tracking has been widely investigated in the fields of
adaptive filtering, source localization or parameter estimation. One
of the various approaches proposed in the literature consists in the
iterative optimization of a specific cost function involving the es-
timated covariance matrix of the data, in combination with a pro-
jection approximation hypothesis [1–3].

Most of these fast subspace trackers are designed for expo-
nential forgetting windows. Indeed, this choice tends to smooth
the signal variations and thus allows a low-complexity adaptation
at each time step. However, it is only suitable for slowly varying
signals. Conversely, algorithms based on sliding windows often
have a higher complexity, but offer a faster tracking response to
sudden signal changes [4,5].

In other respects, the various subspace trackers do not have
the same behavior regarding the orthonormality of the estimated
signal subspace basis. The need for orthonormality only depends
on the post-processing method which uses the signal subspace es-
timate to extract the desired signal information. For instance, in
the context of DOA or frequency estimation, the MUSIC [6] and
the minimum-norm [7] estimators require an orthonormal basis,
whereas this is not the case of the ESPRIT algorithm [8].

Among the most robust and efficient subspace trackers is the
PAST algorithm [1], which converges to an orthonormal basis span-
ning the signal subspace, but does not guarantee the orthonormal-
ity at each iteration. To alleviate this drawback, orthonormal ver-
sions of PAST were proposed in [9] and [3]. Both of them have
the same complexity as PAST, but the latter (referred to as OPAST)
additionally satisfies a global convergence property.

Following these ideas, this paper introduces an orthonormal
version of the sliding window PAST algorithm, which offers the
fast tracking response of a sliding window and satisfies the inter-
esting properties of the OPAST subspace tracker.

This paper is organized as follows. Section 2 presents a slid-
ing window version of the PAST algorithm (SW-PAST), slightly
different from that proposed in [1]. Section 3 introduces the new
sliding window OPAST algorithm (SW-OPAST), whose properties

are discussed in section 4. Section 5 compares the performance of
this algorithm to that of SW-PAST and OPAST. Finally, section 6
summarizes the main conclusions of this paper.

2. SLIDING WINDOW PAST

A sliding window version of the PAST algorithm was briefly pre-
sented in [1]. It consists of two successive rank-one updates of
the signal subspace basis at each time step. Equivalently, the SW-
PAST algorithm summarized in this section makes only one rank-
two update at each time step.

The dominant subspace estimation consists in minimizing the
scalar cost function

J(U(t)) =

t∑
i=t−l+1

‖x(i)−U(t) U(t)Hx(i)‖2

where{x(i)} is a sequence ofn × 1 data vectors,l is the length
of the sliding window, and the superscriptH denotes the transpose
conjugate of a matrix. B. Yang showed that the solutionU(t) ∈
Cn×r (with r < n) was given recursively by

U(t) = Cxx(t) U(t− 1)
(
U(t− 1)HCxx(t) U(t− 1)

)−1

(1)
whereCxx(t) is then× n covariance estimate

Cxx(t) =

t∑
i=t−l+1

x(i)x(i)H .

In [1], a fast implementation is proposed based on the projection
approximationU(t − 1)Hx(i) ' y(i), wherey(i) = U(i −
1)Hx(i). Substituting this approximation in equation (1) yields

U(t) = Cxy(t) Cyy(t)−1 (2)

where the sliding window covariance estimatesCyy(t) andCxy(t)
are recursively defined by

Cyy(t) = Cyy(t− 1) + Y (t)

[
1 0
0 −1

]
Y (t)H (3)

whereY (t) =
[

y(t) y(t− l)
]

is ar × 2 matrix, and

Cxy(t) = Cxy(t− 1) + X(t)

[
1 0
0 −1

]
Y (t)H (4)

whereX(t) =
[

x(t) x(t− l)
]

is an× 2 matrix.
From now on, suppose thatCyy(t) is non-singular, and con-

sider ther×r hermitian matrixZ(t) = Cyy(t)−1. The following
matrix inversion lemma [10, pp. 18-19] will lead to a recursion in-
volving Z(t).



Lemma 1 Let A be ar × r non-singular complex matrix. Con-
sider ther × r matrix B = A + M R N , whereM is r × m,
N is m × r, andR is m ×m and non-singular. ThenB is non-
singular if and only ifR−1 + N A−1 M is non-singular, and in
this case

B−1 = A−1 −A−1 M
(
R−1 + N A−1 M

)−1
N A−1.

Lemma 1 applied to equation (3) shows that

Z(t) = Z(t− 1)−H(t)Γ(t) H(t)H (5)

whereH(t) = Z(t − 1) Y (t) is ar × 2 matrix, andΓ(t) is the
2× 2 hermitian matrix1

Γ(t) =

([
1 0
0 −1

]
+ H(t)HY (t)

)−1

.

Substituting equations (4) and (5) into equation (2) yields

U(t) = U(t− 1) + E(t) G(t)H (6)

whereE(t) = X(t) − U(t − 1) Y (t) is a n × 2 matrix, and
G(t) = H(t)Γ(t) is ar × 2 matrix.

Finally, the complete SW-PAST algorithm is presented2 in ta-
ble 1. Its overall computational cost isO(nr).

3. SLIDING WINDOW OPAST

Compared to the compact form of SW-PAST given in equation (1),
SW-OPAST additionally involves an orthonormalization step:

U(t) = Cxx(t)W (t− 1)
(
W (t− 1)HCxx(t)W (t− 1)

)−1

(7)
W (t) = U(t) S(t) (8)

whereS(t) is ar × r inverse square root ofU(t)HU(t):

S(t) S(t)H =
(
U(t)HU(t)

)−1

.

Note that here, it is supposed thatU(t) is always full-rank, so
thatU(t)HU(t) is always non-singular (the rank deficiency case
will be discussed later). Consequently, then × r matrix W (t)
defined in equation (8) is orthonormal. Applying the projection
approximation to equation (7) yields equation (2), whereCxy(t)
andCyy(t)−1 are defined as in equations (4) and (3), except that
y(t) = W (t − 1)Hx(t) instead ofy(t) = U(t − 1)Hx(t).
Therefore, the first step of the SW-OPAST algorithm is exactly the
same as the SW-PAST main section3 with y(t) = W (t−1)Hx(t).

1Note that lemma 1 also proves that the2 × 2 matrix

[
1 0
0 −1

]
+

H(t)HY (t) is non-singular if and only ifCyy(t) is non-singular.
2Ir denotes ther × r identity matrix.
3Note that the exponential forgetting window OPAST algorithm [3]

consists in storing the orthonormalized matrix in the matrix variableU(t)
itself at the end of each iteration. This method proved to outperform the
original PAST subspace tracker. On the contrary, in the sliding window
context, the orthonormalization ofU(t) leads to a loss of stability. This
degradation of the tracking performance was already observed in [1]. Here,
to solve this problem, the orthonormalized matrix is stored in a matrix vari-
able distinct fromU(t), so that the orthonormalization step leaves the main
part of the SW-PAST algorithm unchanged, leading to a stable subspace
tracking method.

Table 1. Sliding Window PAST Algorithm

SW − PAST initialization :

[x(−l + 1), . . . , x(0)] =

 Ir 0r×(l−r)

0(n−r)×r 0(n−r)×(l−r)

 ,

[y(−l + 1), . . . , y(0)] =
[

Ir 0r×(l−r)

]
,

U(0) =

 Ir

0(n−r)×r

 , Z(0) = Ir

for each time step do

input vector : x(t)

y(t) = U(t− 1)Hx(t)

SW − PAST main section :

X(t) =
[

x(t) x(t− l)
]

Y (t) =
[

y(t) y(t− l)
]

H(t) = Z(t− 1) Y (t)

Γ(t) =

 1 0

0 −1

 + H(t)HY (t)

−1

G(t) = H(t)Γ(t)

Z(t) = Z(t− 1)−G(t) H(t)H

E(t) = X(t)−U(t− 1) Y (t)

U(t) = U(t− 1) + E(t) G(t)H

The orthonormalization step normally requiresO(nr2) oper-
ations, but a fastO(nr) update can be used instead. Consider the
r × r non-singular hermitian matrix

Φ(t) = U(t)HU(t). (9)

The following developments aim at updating an inverse square
root ofΦ(t). Substituting equation (6) into equation (9) yields

Φ(t) = Φ(t− 1) + F (t) J(t) F (t)H (10)

whereJ(t) is the4× 4 non-singular hermitian matrix

J(t) =

[
E(t)HE(t) I2

I2 02

]
andF (t) is ther × 4 matrix

F (t) =
[

G(t) U(t− 1)H E(t)
]
. (11)

Let S(t − 1) be an inverse square root ofΦ(t − 1). In the
particular caseF (t) = 0, Φ(t) = Φ(t − 1), so thatS(t − 1) is
also an inverse square root ofΦ(t). From now on, suppose that
F (t) has rank0 < p ≤ 4. Consider the SVD ofS(t− 1)HF (t):

S(t− 1)HF (t) = Q(t)Σ(t) O(t)H

whereQ(t) is ar×p orthonormal matrix,Σ(t) is ap×p positive
diagonal matrix andO(t) is a 4 × p orthonormal matrix. Then
consider the4× p matrixL(t) = O(t)Σ(t), so that

S(t− 1)HF (t) = Q(t) L(t)H , (12)



and thep× p matrix

T (t) =
(
Ip + L(t)HJ(t) L(t)

)− 1
2 − Ip.

Note thatIp + L(t)HJ(t) L(t) is non-singular if and only if
U(t) is full-rank4. A direct calculation shows that5

S(t) , S(t− 1)
(
Ir + Q(t) T (t) Q(t)H

)
(13)

is a square root ofΦ(t)−1. Now consider then× p matrix

P (t) =
[

E(t) 0n×2

]
L(t)

so that equations (6), (8), (11) and (12) yield

U(t) S(t− 1) = W (t− 1) + P (t) Q(t)H . (14)

Substituting equation (13) and (14) into equation (8) yields

W (t) = W (t− 1) + P ′(t) Q(t)H (15)

whereP ′(t) is then× p matrix

P ′(t) = W (t− 1) Q(t) T (t) + P (t) (Ip + T (t)) .

In equation (15), the update ofW is just a rankp modification.
The whole processing requires onlyO(nr) operations. Finally,
this fast SW-OPAST algorithm6 is summarized in table 2.

Note that ifU(t) is rank deficient,W (t) can no longer be
updated with equation (15). In this case, the algorithm must be re-
initialized. In practice, we never encountered the rank deficiency
case with our test signals, synthesized with various levels of noise
(from noise free to a SNR of 0 dB).

4. LINK WITH THE NATURAL POWER METHOD

As for the OPAST algorithm [3], a link can be made between
the SW-OPAST and the natural power (NP) method, introduced
in [11,12]. This iterative method updates the signal subspace basis
according to the following scheme:

W (t) = Cxx(t) W (t−1)
(
W (t− 1)HCxx(t)2 W (t− 1)

)− 1
2

where the scaling
(
W (t− 1)HCxx(t)2 W (t− 1)

)− 1
2 guaran-

tees thatW (t) is an orthonormal matrix. Substituting equation
(7) into equation (8) yields

W (t) = (Cxx(t) W (t− 1)) S′(t)

whereS′(t) =
(
W (t− 1)HCxx(t)W (t− 1)

)−1
S(t). In par-

ticular, the orthonormality ofW (t) proves thatS′(t) is an inverse

4This can be shown by applying lemma 1 to equation (10):Φ(t) is non-
singular if and only if the matrixJ(t)−1 + F (t)H Φ(t)−1 F (t) is non-
singular. Since this last matrix is equal toJ(t)−1+L(t) L(t)H , lemma 1
also proves that it is non-singular if and only ifIp + L(t)H J(t) L(t) is
non-singular.

5This can be proved by verifying that
(
S(t) S(t)H

)
Φ(t) = Ir .

6Note that ify(t) is computed like in table 1, the whole SW-PAST sec-
tion is unchanged. In this case, the orthonormalization step just becomes a
post-processing of the SW-PAST algorithm.

Table 2. Sliding Window orthonormal PAST algorithm

SW − PAST initialization (cf. table 1)

SW − OPAST initialization :

W (0) =

 Ir

0(n−r)×r

 , S(0) = Ir

for each time step do

input vector : x(t)

y(t) = W (t− 1)Hx(t)

SW − PAST main section (cf. table 1)

SW − OPAST main section :

F (t) =
[

G(t) U(t− 1)H E(t)
]

Q(t)Σ(t) O(t)H = S(t− 1)HF (t)

L(t) = O(t)Σ(t)

J(t) =

 E(t)HE(t) I2

I2 02


P (t) =

[
E(t) 0n×2

]
L(t)

T (t) =
(
Ip + L(t)HJ(t) L(t)

)− 1
2 − Ip

S(t) = S(t− 1) + (S(t− 1) Q(t)) T (t) Q(t)H

P ′(t) = W (t− 1) Q(t) T (t) + P (t) (Ip + T (t))

W (t) = W (t− 1) + P ′(t) Q(t)H

square root ofW (t−1)HCxx(t)2 W (t−1). Therefore, the SW-
OPAST algorithm can be seen as an implementation of the NP
method, faster than theO(nr2) NP2 algorithm presented in [12].

Consequently, SW-OPAST satisfies the same global conver-
gence property. As shown in [12], if the matrixCxx(t) is static
(Cxx(t) = Cxx ∀t), and if the firstr eigenvalues ofCxx are
strictly larger than then − r other ones, the SW-OPAST algo-
rithm converges globally and exponentially to the principal sub-
space. The convergence rate is governed by the ratio of therth and
the(r + 1)th largest eigenvalues ofCxx. Moreover, SW-OPAST
avoids the stability problem of the original sliding window PAST
(which can oscillate between two matrices without converging).

5. SIMULATION RESULTS

In this section, the performance of the subspace estimation is ana-
lyzed in the context of frequency estimation, in terms of the max-
imum principal angle between the true dominant subspace of the
covariance matrixCxx(t) (obtained via an exact eigenvalue de-
composition), and the estimated dominant subspace of the same
covariance matrix (obtained with the subspace tracker). This error
criterion was proposed by P. Comon and G.H. Golub as a measure
of the distance between equidimensional subspaces [13].

The test signal of Figure 1-a is a sum ofr = 4 complex si-
nusoidal sources plus a complex white gaussian noise (the SNR is
5.7 dB). The frequencies of the sinusoids vary according to a jump
scenario (originally proposed by P. Strobach in the context of DOA
estimation [14]): their values abruptly change at different time in-



stants, between which they remain constant. Their variations are
represented on Figure 1-b.

Figure 2-a shows the subspace tracking result, with parameters
n = 80 andl = 120. It can be seen that the algorithm robustly
tracks abrupt frequency variations. This result can be compared
to that shown in figure 2-b, obtained with the SW-PAST subspace
tracker. The performance is quite similar, but at the very begin-
ning of the signal, it can be seen that SW-OPAST converges faster
than SW-PAST. This can be explained by the global and exponen-
tial convergence property of the NP method. Figure 2-c shows the
tracking result of the OPAST algorithm7. The tracking response to
abrupt signal changes is slower. This is mainly due to the expo-
nential forgetting nature of the analysis window used in OPAST,
which tends to smooth the signal variations.

Finally, the orthonormality of the subspace basis estimates can
be measured by means of the error criterion‖W (t)HW (t)−I‖2

F

[9]. We observed on our test signal that the PAST subspace tracker
reached a maximum error of -3.5 dB, whereas the SW-OPAST and
OPAST algorithms never exceeded -200 dB and -290 dB.

Fig. 1. (a): Test signal; (b): Normalized frequencies of the sinu-
soids.

6. CONCLUSIONS

In this paper, an orthonormal version of the sliding-window PAST
subspace tracker was presented, which guarantees the orthonor-
mality of the signal subspace basis at each time step. This algo-
rithm reaches the linear complexityO(nr). It can be seen as a fast
implementation of the more computationally demanding NP2 al-
gorithm, and therefore satisfies the same global convergence prop-
erty. In the context of frequency estimation, the technique proved
to robustly track abrupt frequency variations. It outperforms SW-
PAST in terms of convergence speed, and offers a faster tracking
response to sudden signal changes than OPAST.
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