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Abstract—In room acoustic modeling, Feedback Delay Net- and conveys spatial information about the environmenth suc
works (FDN) are known to efficiently model late reverberatin  as the shape of the room [6], while LR enhances immersion,
due to their capacity to generate exponentially decaying d&se ,nyipyting to the perception of the size of the environtnen

impulses. However, this method relies on a careful tuning of it t of furnishi dt fab tivity [7
the different synthesis parameters, either estimated froma pre- 1t5 @mount of furnishing and type of absorptivity [7].

recorded impulse response from the real acoustic scene, oets Many teCh'_"iqueS have been prODOSGF1 to (?OmPUte RIRs
manually from experience. In this paper we present a new in order to simulate the sound propagation within a room.

method, which still inherits the efficiency of the FDN strucure, They can be roughly divided into geometric and statistical
but aims at linking the parameters of the FDN directly to the approaches.

geometry setting. This relation is achieved by studying theound on th hand tri h | hvsical
energy exchange between each delay line using the acoustic . n. € one hand, geometric approaches rely on pnysica
Radiance Transfer Method (RTM). Experimental results show Principles. For example, the Image Source Method (ISM)

that the late reverberation modeled by this method is in good [8], [9] computes specular reflection paths by considering

agreement with the virtual geometry setting. a set of virtual sources, which are positioned at mirrored
Index Terms—Room acoustics, reverberation, Feedback Delay locations with respect to each wall. The ray tracing method
Networks, Acoustic Radiance Transfer [10] computes sound rays outgoing from the source through
the acoustic scene, and collects them at the receiver. The

I. INTRODUCTION beam tracing method [11] classifies reflection paths from a

source by recursively tracing the pyramidal sound beams. A
The propagation of a sound within an enclosed space und@ y y J by

X ; i Ee structure can be used to represent the beam path from the
goes S_everal reﬂe_Ct'onS and_dlffracuon at wal!; and o!mac source to the full space enclosure [12]. Due to the fact that
For a listener in this room, this creates a specific colo_rﬁhgt computation time increases rapidly with the reflection orde
depends on the position of both sound source and listenerylise geometrical-based methods are mostly used to model
many application domains, there is a clear interest in AVig, o o_order echoes for early reflections. To overcome this
efficient means to simulate perceptuglly, if not Phys"?a"WS _limitation, the Radiance Transfer Method (RTM), origimayfi
spund pro.pagat.|on. For exampl_e, n appllcat|0n§ 'nVOlV_'nIQom the light transport algorithm, efficiently models the
virtual rea_hty (video games, Serious games, m_owesI..b_sl diffuse reflections of RIRs and the sound energy decay of
of utmost importance to give to the listener the impressibn the LR [13], [14]. The RTM decouples the sound source
being immersed in the acoustic scene, sometimes in a dynalgmj receiver from the sound propagation by precomputing a

way Ejl] 2] In ott)hedr appl:jcatlons_, f]uﬁh as_musllc recordmg |inaar operator that defines how a sound emitted from wall
a studio, it may be desired to enrich the original acousteesp g tace patches affects the radiance of other surfaces. For

in order to simulate a larger, perceptually more pleasagest example, in [15], the so-called acoustic form factor is ki

Thg tlme—dom_aln lr)epresentatlon 0:; such roomo—ldepend_ng diffuse surface reflections, in arbitrary polyhedrabmus.
sound propagation, between a sound source and a receiVgfyever, the main limitation of the RTM is its computational

is classically characteriz_ed by the Room Impul§e. Respongs; - depending on the complexity of the geometry, it may
(RIR). Plenacoustic functions [3], [4], [S] extend this fwot by require hundreds to thousands of convolutions at run-time,

representing the evolution of RIRs as a function of the tJnre\(R/hich hinders real-time implementation even with altekreat

dimensional spatial positions of source and receiver'i‘Staﬁnplementations in the frequency domain [16], [17], [18].
acoustic scenes, neglecting their environmental variatiuch On the other hand, statistical methods (also termed

as temperature and humidity changes, can be ConSidere%@ﬁ:eptualIy-based methods) use global acoustic parssnete

linear and time-invariant (LTI) systems, which can thus bg, ., 55 reverberation time, to model the main perceptual

yniquely characterized by thgir plenacoustic funptionsorﬁ aspects of reverberation. In his landmark paper [19], SateD
impulse responses are classically decomposed into W8, pairoduced a novel paradigm based on recursive comb filters

that provide distinct perceptual cues: the Early Reflestiony aypass filters to simulate the multiple echoes. Thigseh
(ER) and the Late Reverberation (LR). ER helps in localorati |, -« |ater improved by Moorer [20], and then generalized
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quality reverberators [22]. Several extensions were pedo
[23], including a binaural reverberator [24]. Other apmives
also exist, such as the recently proposed sparse velvet nois A
reverberator [25] and the artificial reverberator in the- fre

i i /751
guency domain to model the spectral magnitude decay [2€
A comprehensive overview of other artificial reverberatisrs '-; A d
given in [27]. It is however known that, given the structurg 53
of a statistical reverberator, it can be a rather tedious at ‘bsz
empirical task to set all parameters [28], including theaglel S
lengths, attenuation factors and feedback matrix. Besides S3
these statistical methods sometimes make use of measq._red

) ; . Igure 1: Relation between the Radiance Transfer Method
impulse responses, extracting some global acoustic paeasne ) .

o . e and feedback delay networks. Left: In the Radiance Transfer
to tune the artificial reverberator, thereby ignoring finéade

. . o Method, the sound bounces back and forth between surface
of the actual room size/shape or material absorptivity. The

work in [29] linked the physics-based digital waveguide med (e1eS: 19N In a feedback delay network, each patchto-
(DWM) model with the feedback delay networks to design B '
scalable physics-based artificial reverberator. In a resterly

[30], a genetic algorithm was used to automatically seargfnsfer property in the room. The proposed room geometry-
an optimal setting of the parameters for a length-4 FDN. fgsed statistical method then uses delay lines to représent
method that automatically finds the parameters of the FDiNoup of diffuse reflections between room surfaces. For the
approach is recently proposed in [31] where the paramefghN, the convolution of the room impulse response with the
estimation performance is evaluated by both objective agey signal is replaced by2 + kN multiplications and a few
subjective measures. additions, where N is the number of delay lines. Thus, in

The goal of this paper is to combine the two classes 8fother way, it can also be regarded as an approximated but
approaches for the synthesis of room reverberation. irst, computationally efficient structure of the RTM method.
highlight some links between RTM and FDN before introduc-
ing a new geometry-based statistical method. Our approdgh Principles of the radiance transfer method
inherits the computational efficiency of the FDN structure, Although some extensions to non-diffuse reflections exist
but aims at linking the parameters of the FDN directly to thg2], [33], the most commonly used radiance transfer method
geometry setting. Such a relation is obtained by studyirg tfs based on the assumption that all boundaries are diffusely
sound energy exchange between each delay line, using ifiecting, governed by Lambert’s law. Analytically, thedira
acoustic radiance transfer method. In other words, the maition density of an infinitesimal wall element, is defined as
principle of this hybrid approach, called FDN-RTM, is toa# its initial radiation densityl,(z, t), plus the contribution of the
a FDN statistical model to the physical room layout, withoutadiation density from all other wall elements of the enales
actual RIR measurements. S at some earlier timé (', ¢ — @), wherec is the sound

The paper is organized as follows. In section Il we furthefelocity in normal condition. The analytical acoustic e
describe the links between the RTM and FDN approaches apghsfer model can be described as:

then recall the basics of the acoustic radiance transfemadet

and the main computation procedure. In section Il we prod(z,t) = Io(z,1) +/ R(z, ' t)I(2t —
pose a new geometrical-based statistical modeling pargdig o

and design the Corresponding parameter estimation prdehereR(I, I/, t) is the reflection kernel which describes how
Experimental results are given in section IV. Finally, som@e outgoing radiation from point’ at time¢ influences the

conclusions and discussions are suggested in section V. radiation density at point after propagation.
To numerically simulate the radiation exchange, the room

Il. RADIANCE TRANSFERMETHOD surface S is discretized intoM small planar patches. The
A Links between RTM and FDN radiation density of patch after n diffuse reflections can be

) i ) written in discretized form as:
It can be noticed that, in the radiance transfer method, the

M
iteration of energy exchanges between surface patchedsmana () (t) = I(n—l)(t) 1 Z F, _I(n—l)(t _ M), )
be regarded as feedback loops in a feedback delay network, ! Pyl 97 c

as illustrated on Fig. 1. Here, each delay line represeriifé

S, .

|z — /|

)da’, (1)

sound reflection on one surface patch, and the elements of reri,; 1S the average_dlst_ance b_etween pattatmd/], and
feedback matrix4 contain both an attenuation facter; and %7 'S @ form factor which is the integral of (x, z") over
a time delayd;;. The sound propagation between wall surfac%atcm f'mdj’ defmlng the fraction qf energy Ie_avmg patgh
patches are represented as delay lines in feedback defps. IOgmd incident on patch The total radiation density from patch

It is then of practical interest to combine these two methouzsCan be written as:

using a feedback delay network as the synthesis structure, L(t) = le’(n) (), 3)
n=0

while feedback characteristics are estimated by the aicoust
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where Il.(o)(t) is the initial radiation density of patch, better than the prediction made by purely specular rayrgaci

distributed directly from the sound source. methods. In the rest of this paper, we therefore take RTM as
The analytical expression of the form factby ; is derived the baseline method for modeling late reverberation.

by [15] as:

P Vm./ / COS@CSSG/deS’, [1l. GEOMETRY-BASED STATISTICAL MODEL
’ AJ S; Js; d

) In this section, a new geometrical-based statistical mizdel
presented, named FDN-RTM. The name of the model comes
) . . ; rom two parts. In the one hand, it borrows the FDN structure
is the area of patch, d is the distance between the points oi . parts . ’ : .

or its efficient implementation and flexible parameterisgt.

integration onS; andS;, as shown on Fig. 2. Together with ) e
the diffuse coefficienfp and the patch-to-patch propagatior|1n the other hand, the order-1 patch-to-patch responses fro

delay. patch-to-patch responses are formed. which cay the radiance transfer method are used to estimate the param-
Y, P 1o-p b , ' Peters of the FDN structure, in order to synthesize a realisti
to the reflection kerneR(x, 2/, t).

impulse response as expected from the specified room.

whereV; ; is the visibility factor between patchand j, A;

A. Relation between FDN and RTM

The basic idea of radiance transfer method is to divide the
room surface into patches, and to model how the outgoing
radiance from one patch will affect the outgoing radiance of
all the other patches after order-1 diffuse reflection. Higther
reflections can also be achieved. This is similar to the 8irac
of feedback delay networks where the signal from one delay
line will be sent to other delay lines according to the featba
matrix, in order to increase the energy mixture between them
If we replace each patch-to-patch interaction by a dela, lin
and set the feedback matrix with the corresponding form
factors, we can, theoretically, construct a huge FDN with
Figure 2:lllustration of the form factor for diffuse reflections.hundreds to thousands of delay lines, which then would be
dS and dS’ are the areas of the patches in consideratién, equivalent to the radiance transfer model.
and ¢’ are the angles between the normal to the surface andHowever, in most cases of late reverberation, the trend of
the line joining the centres of the two patches, ahis the the energy decay is sufficient to perceive the dimension and
distance between the two patches. layout of the environment. Thus, we can ignore the precise

model of the delay and amplitude of each pulse in the room

At the initial stage, the sound energy from the source isipulse response, and only focus on modeling the global en-
distributed to each surface patch, forming the so-call@thin ergy exchange statistics. This suggests that a simplified RT
shooting matrix. Then, the sound energy is propagatedmitimodel can be used, by grouping the patch-to-patch energy
the enclosure and is exchanged between surface patches. Afiteractions, in order to reduce the number of delay liné® T
high-order reflections, the resulting responses are gatheparameter of each delay line is determined by the average
from each surface patch to the listener, using the final gatfalue of the patch-to-patch delays of the correspondingmro
ering matrix. It is worth noting that the high-order reflecti and the accumulated surface absorption factors.
response is independent from the positions of the source and’he range and distribution of the delay lengths can also
the listener. This property makes this method suitable fguide the choice of delay units in the FDN structure. To
dynamic scene rendering, when both source and listener,maitastrate this, we have computed the distribution of ocence
as only initial shooting and final gathering matrices regu@r and energy for different delays of the non-convex room
real-time update. displayed in Fig. 3 - Room 1. This room is modeled usingo

Several studies have shown that the radiance transfer thetpatches. The distribution of occurrence and energy is shown
is effective in predicting the reverberation charactarssof a in Fig. 4. Note that the distribution of energy for different
given room. In [15], predictions were made in three spherdelays is the product of the distribution of their occurmenc
enclosures of varying size and absorptivity. Predicticsults with the energy transported by the corresponding delays.
show that the radiance transfer method simulates impulskhough the occurrence of short delays is low, patch-ttzipa
responses with almost the same acoustic characteristiesjal sound interactions with short delays convey importantgner
including reverberation time (RT), steady-state sourebgure mainly because short delays normally come from neighboring
and the average radiation density, compared with analytigatches and transport considerably more energy than longer
solutions [34]. In [14], further investigations were madg bdelays, according to (4). A closer look at Fig. 4 reveals that
comparing with real measured data in a squash court,bath the occurrence distribution and the energy distrdouti
classroom and an office. Experimental results have showave small peaks at arours®0, 540, 800 and 1050 sample
that the purely diffused radiance transfer method can predielays, which correspond to distances3of, 4m, 6m and8m,
the room sound field with good accuracy, and, in generagspectively. Considering the dimensions of the room,ehes
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Room 1: non—convex Room 2: rectangular Room 4: gallery

Room 3: corridor

N
K1
N
K1
N
K1
N

Figure 3: The experimental geometries. Room 1: non-convex room sfdeutimensiorsmx6mx3m. Room 2: rectangular
room of dimensiont.5mx3mx2.5m. Room 3: corridor of dimensioh6mx2mx2m. Room 4: gallery of outside dimension
19.6mx17.7mx5.1m. It should be noted that the triangular patches do not itate the real patching density during the
computation of the RTM algorithm.
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Figure 4:Distribution of occurrence and energy for differentrigure 5:Distribution of occurrence and energy for different
patch-to-patch delays due to diffuse reflections for Room fatch-to-patch delays due to diffuse reflections for Room 3.
Top: histogram of occurrence. Bottom: histogram of energyop: histogram of occurrence. Bottom: histogram of energy.
The dotted lines illustrate some peaks of the distributidine The dotted lines highlight the main peak of the distribugion
sampling rate isi4.1kH z. The sampling rate id4.1kH z.

peaks reveal some of its acoustic modes. These distrilsution The structure of the FDN-RTM is similar to the feedback
can be exploited to appropriately choose delay units whidelay network proposed in [22], except that for each delasy, li
are related to the dimension and shape of the room. Optinaal initial delay unit and a post delay unit are added before
clustering algorithms (such as K-means) can also be usedatwl after the recursive circuit, respectively. Each delag |
find the optimal quantization of the delays based on theiepresents a group of order-1 patch-to-patch sound reftegti
occurrence distribution. In some special cases the modges where the delay unit is determined by the mean patch-tdapatc
even more easily observed, such as for the long corridor roatelay of each group. The initial delay unit is the mean delay
displayed in Fig. 3 - Room 3. The delay distribution, as showfrom the sound source to the grouped patches, and the post
in Fig. 5, has a strong peak at aroutid) delay samples, which delay unit is the mean delay from the grouped patches to the
corresponds t@m, the width of the corridor. In such casesreceiver. Since the dry input sound has to pass through the
the delays can be chosen around the strong peak valuesnital delay, the post delay and at least once through thehpa
model the acoustic modes. to-patch delays, the output reverberant sound actuallyetsod
sound reflections starting from the second order. Thus, ttste fi
order sound reflections have to be modeled and added using
B. System structure the FIR filter in the lower frame.

The proposed reverberator is illustrated in Fig. 6. It cstssi  Let p,, denote the set of patch-to-patch sound interactions
of a FDN-RTM for late reverberation, as shown in the uppén group n. Then, if the total number of groups &, the
frame, and a series of early reflections, as shown in the lowearresponding feedback delay network will haVedelay lines
frame. as depicted in Fig. 6.
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Figure 6:Structure of the FDN-RTM method. The input dry sign@t) in the left undergoes feedback delay loops to generate
the late reverberation (upper part) and a series of atteedaand delayed taps to synthesize the early reflections ((Ipar).
The estimation of the parameters in the structure is dedaiteSection III-C.

C. Parameter estimation integration is simplified to planar surface integration vehe
The parameters of proposed FDN-RTM are estimated # mean distance and angle are used as approximation.
follows using the order-1 patch-to-patch interactions lie t YWhen using such approximated form factors, each row only

radiance transfer model. approximately sums ta.
Note that the radiance transfer method models the propa-
1. Feedback matrix gation of the sound energy within an enclosure, and thus is

The elementa,,, in the feedback matrix actually describedased on sound intensity. The feedback coefficients esnat
the proportion of energy which is transported by the patcﬁy the radiance transfer method are also energy-basece Sinc
to-patch interactions within group:, that will be diffusely the intended input of a FDN is the sound pressure of the
reflected and go to some other patch-to-patch interactionsSPurce signal and the intended output is the sound preséure o
groupn, during an order-1 diffuse reflection. the reverberant signal, FDN parameters must be designed to
Let us denote ag,, the total energy transported by theProcess sound pressure. With unit outgoing energy frommgrou
patch-to-patch energy exchange in greupand?,, ,, the total ©m. the outgoing energy of groyp, due to the radiation from
energy received by group because of the diffuse reflections®m iS amx- In real sound propagation this amount of energy
of groupm. They can be estimated from the form factéts, @mn May contain multiple pulses. In the FDN-RTM model,

in the RTM model as: this group of pulses are represented by a single pulse with
sound pressure Qfa,,», which contains the equal total sound
b = Z Fij, (®) energy. Thus, in order to synthesize the sound pressurdsepu
ij€pm response from the FDN-RTM structure with equivalent energy
the elements in the feedback matrix need to be set to the
b= Y. FijFj (6) square-root of the energy-based values.
i—Jj€Pm j—kEpn
The feedback coefficient,,,, is defined as: Vvair 1N
b A= : : )
mn = =" (7) vanit - Jann
N
subject to Z amn = 1. (8) The signs of these entries can then be chosen according to
n=1 the procedure described in section IlI-E.

According to the energy conservation principle, (8) will be
satisfied if the form factors are computed with ideal prexcisi
Using the form-factor calculation in [15], the curved sgda 2. Attenuation filters
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The attenuation filter#],, (=) in traditional FDNs are low-pass whereV is the total volume of the room, arflis total surface
filters, which model the frequency-dependent absorptichef area enclosing the room. In [36] the delays of delay units are
surface material and air [35]. In the case of FDN-RTM, thalso suggested to be distributed over a ratid ofl.5.
attenuations are energy-weighted mean reflection coeffgie For the FDN-RTM, the mean delay length, for the n'"

of all the emitting patches within the group: delay line is calculated as the energy-weighted mean delay
- Z length for all the patch-to-patch delays within that group:
ens = Fi,jeisv (10) o Food: -
i—j€on Jn _ Z’L*}jepn 4,077 (14)

P . _ Zi%jEpn Fi;
wheref,? is the mean reflection coefficient for frequency band

s of groupn, ,* is the material reflection coefficient of patch The delay lengths calculated using (14) represent the true
i for frequency band, andF; ; the corresponding form factor. €nergy decay rate for each group, but may not be the best com-

In the Sabine formula the concept of absorption area is tR#ation for sound quality. For good sound synthesis qyalit

equivalent absorption weighted by the area of each materihlis desirable to adjust the delay lengths to be mutual prime
In (10), the absorption area of each patch is also expressedmbers. For example, if we want to model the frequency
but is hidden in the form factor, where large patches emittmomodes shown in Fig. 4, some of the delay units can be chosen
energy than small patches and thus their absorption caeffici @s prime numbers around the peaks of the delay distributions

take more importance in the summation. Alternatively, we can choose the delay values that minimize
the average error to represent the delay distribution. treror
() y(n) to keep the energy decaying rate unchanged, the attenuation

of the delay line needs to be modified accordingly when its

0° . -
length is adjusted:

0 ="/, (15)

b B
(&)

D

whered is the mean delay length for a certain delay line calcu-
lated by (14), is the mean attenuation by order-1 reflection,

L ; . .
The frequency-dependent absorption of the surface mtate? aa'lf :IZG;C?SJ;SL?rggl(%ézngzo?gszl;he attenuation factor

can be modeled by a first order low-pass filter, as shown in
Fig. 7. Its frequency response is:

Figure 7:Implementation of first order low-pass filter.

4. Early reflections
Early reflections need to be accurately modelled since they
play a key role in 3D sound perception in a room. To that aim,

1+ bp? — 2bycos(w)’ a _ _
hich h . b b b 4 Nvaui realistic geometric-based model should be used. For simple
which has arati¢1 — b,)/(1 + b,) between zero an qu“Stgeometries, the delays ", ..., 2~ "% and attenuations filters

frequencies. Thus, the factdy, can be estimated using the_Of early reflectionsF; (2), ..., Fx (z) can be estimated, up to

mean reflection coefficients of materials at zero and NYQUIRfe third order for interactive update rate, using tradiid SM
frequencies as: [8]. These parameters can also be estimated by beam tracing
6,/ 1-b, [12] or other recent methods [37], [38] since they achieve

90 110D (12) interactive performance for both moving sources and recsiv
n p

Since the modeling of early reflections is not the focus of the

However, acoustic absorption properties of materials afper, interested authors are encouraged to refer to [&9], [
often only available from 25 Hz until 4000 Hz. When desired,

the target response at Nyquist frequency can be approximagge Pre-mixing and post-mixing coefficients

from the 4 kHz octave band absorption coefficients. We namez ", ..., 2=~ the pre-mixing delays, anfd, ..., bx
Hig_her order filters can be designed using digital filtering,q gains in Fig. 6, and relate them to the initial shooting

techniques based on AR (all-pole), MA (FIR), or ARMAmy;irix ysed in the radiance transfer model. The sound starti

(pole-zero) modeling. The selection of a filter depends qfym the source is first reflected at the boundary into the

the target design criteria of the design and the available. dadesigned groups. The delays", ..., 2=~ are chosen as the

The Gauss-Newton method can be used to fit the absorptignyrage integer number of such initial delays. The coeffisie

coefficients of the octave bands and to optimise the filtg{ ..,by are the amounts of energy emitted from the source
coefficients. which go to each group after the initial shooting.

The post-mixing delays—“', ..., 2=~ and gainsy, ..., ¢y

3. Delay units are estimated from the final gathering matrix in a similar way
In FDN-based artificial reverberators, the delay lengths ar

usually chosen as mutual prime numbers around the mean -
free path given by: D. Stability of the feedback delay networks

(E )P = — L) (

- Although the parameters estimated above satisfy the energy
d=4V/S, (13) conservation principle, the feedback loops in the feedback
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delay networks impose further constraints to keep the syste Scaled Hadamard matrices are widely used in feedback
stable. delay networks. Their entries are eithet /v/N or —1/v/N,

Let G = ©A where A is the feedback matrix an@ is the whereN is the number of delay lines. The eigenvectors of such
attenuation coefficient matrix. Using a matrix form, thetsys Hadamard matrices all lie on the unit circle and the absolute

equation of Fig. 6 becomes: value of the eigenvalues are constant and equal to
There are several ways to construct Hadamard matrices. If
Y = D(X + GY), (16) Hyr1 is a Hadamard matrix of dimensi@i—! x 251, then

the Hadamard matrix of dimensi@k x 2% can be constructed

where D is the delay matrix from Haer as:

—ds Hyr—n Hayr
D= _ . (17) How = : (21)
. HQk—l —HQk—l

0 z7dN . . .
Since the form factors contain several hidden geometry

The iterative feedback given in (16) can be rewritten as:  information in theirs values (for example, the patch sizs; d
Y = DX + DGDX + DGDGDX + ..., tgnge to patches and apgles), patch—tq-patch intera_oN.iIhs

similar form factors are likely to be obtained from neighibgr

or symmetric positions in the room. Also, because of the

isotropic scattering property of each patch, form factoith w

neighboring or symmetric positions are likely to have samil

G = PAP', (19) scattering behaviors to other patches. Thus, in order @imht

, . uniform-entry feedback matrix, we design a grouping scheme
where the diagonal elements af are the eigenvalues, and i assigns form factors with similar scattering behesio

P is the eigenmatrix, the high order reflections in (18) arg qitterent groups. Their similarity in scattering behavi
expressed as: is indicated by the energy that they transport. The detailed
D(GD)"X = D(PAP'D)"X procedure is described below. Since it is not a closed-form

—DP A PPDP A P'DP A P'D ... x. solution, the grouping scheme listed here is just an approac
- (20) to obtain an approximated mutually orthogonal matrix.

= DX + D(GD)X + D(GD)*X + D(GD)*X + ...
(18)
If we decomposé&= using an eigenvalue decomposition,

Since the product of the delay mattiX, the eigenmatrix”
and its inverse (underlined in (20)) do not change the ener 07r

Even-Energy Grouping Scheme

of the reflected sound, in order to make the system stable =g;ggg;
is sufficient to keep the largest eigenvalueAirsmaller than : ngupi
ERERERERRRRRREE - I Group

1. Note that theA gathers the eigenvalues of the product ¢
the feedback matrix and the reflection coefficients matrix.

The non-negative matrixd, estimated using the radiance
transfer method, has its dominant eigenvalue usually mu
larger thanl, which contains the DC component of its non
negative entries. Therefore, the square-root matrix cahao
directly used as feedback matrix. It is known that real ugita
matrices, whose columns are mutually orthogonal, have th
eigenvalues lying on the unit circle and thus are feasib
feedback matrices for lossless feedback systems. Switch
the signs of certain entries-( and —1) does not alter the e 10 12 e e 18
energy of the system, but introduces phase inversions of 1 Index

room impulse response. Therefore, by intentionally desmgn Eigure 8: Even-energy group assignment scheme for FDN-

the grouping scheme and switching the signs of some ent[ﬁ ) . .
as below, near orthogonal matrices are expected to be fo M with four delay lines. The form factors with the same
color denote that they are assigned to the same group.

for feedback delay networks.

Bin3

Energy

) The form factors are first sorted into descending order by
E. Even-energy grouping scheme their transported energy. We assume that the sorted ergrgy i
The grouping scheme can be designed in different waymarly linearly descending with the same decreasing step. W
with various factors under consideration. This sectioregivtake the first/V form factors as Bin 1 and assign them to
an example of a grouping scheme with even energy for eadifferent groups, wheré/ is the order of the desired feedback
group. Such a grouping scheme gives near uniform-entmatrix. Then for theN + 1 to 2N form factors, Bin 2, we
matrices which can be transformed to mutually orthogondb the same, assigning each of them to a different group, but
Hadamard matrices. in a circular order. An example of the assigning order for



JOURNAL OF IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH AND LANGAIGE PROCESSING, VOL. XX, NO. YY, ZZ 2015 8

N =4 is shown in Fig. 8. In this example, Group 1 takes the V. EXPERIMENTAL RESULTS
first, second, third and fourth form factors from the foursbinp Experimental geometry

respectively. Group 2, in a circular order, takes the second -
third, fourth and first form factors from the four bins, and s We use both the proposed FDN-RTM and the traditional

on. The same procedure continues for the next 16 form factor.TM’ taken as reference,_ to mOdEI the diffuse Iate. reverpera
A grouping scheme designed in this way guarantees th of aS(_et of 4 rooms W't.h d'ﬁerent shapes.and. dimensions.

both the total transmitted energy in each group and the scl-—\ 1 exper!mental geometries are @spl_ayed n Fig. 3.

tered energy to the other groups are almost evenly diséihut Room1 'S a hon-convex room W'th dimensiaim x GT.n 8

which results in a near uniform-entry feedback matrix. sucl” and uniform ref_lect|_on coc_afﬁuents ate9. Room?2 is a

a matrix is then square-rooted and the signs of the entrees ‘[ﬁctangular room V\.”th ql|men§|0415m X 3m X 2.5m. Room3

switched according to the signs of the Hadamard matrix. Tifpa long corridor with d|men5|oin6m><2m_>< 2m. Roomd is

resulting matrix is an approximation of the Hadamard matrix'°r€ complex gallery geometry. The main shape of the gallery

which makes the feedback system stable and lossless, wllﬁl% rectangular room with dimensidf.6m x 17.7m x 5.1m,
still related to the main physical phenomena with four pillars and a few small box-shaped or cone-shaped

obstacles on the floor. The triangular mesh of the geometry
F. FDN-RTM algorithm is first simplified to 325 triangles in order to remove the
The different steps of FDN-RTM algorithm are summarize]ane deta|ls_ of thg archﬂgcture, and then decpmposedémkﬁo
in Fig. 9: patches Wlth var.|able size for the computauon of the patch-
T to-patch interactions. The wall reflection factors of theirfo

rooms are shown in Table I.

1. Geometry decomposition

Table I: Wall reflection coefficients settings of the experimental

geometries.
2. Diffuse form factor calculation
Room Room size floor | ceiling [ wall
l 1. Non-convex 8m X 6m X 3m .
- 2. Rectangular|  4.5m x 3m x 2.5m 04 ] 08 [ 07
3. Even-energy grouping 3. Corridor 16m x 2m X 2m 0.9
4. Gallery 19.6m x 17.7m X 5.1m 0.75

l

4. FDN parameters calculation =

Initial/post delay & attenuations,

low-pass filter coefficients

/ \ / B. Simulation example

5. Sign switching 6. Adjusting reflection factors We use Rooml as an example to show the parameter
| ﬂ estimation process for a FDN-RTM of ordeand its modeling
results. The source and the receiver are both assumed to be
| Refiection factors | located at positioff3, 3, 1.5]. The surfaces are divided int64

'\Hatches, with uniform patch size ofn?.

The delay units are chosen as the prime number around
the peaks of the delay distribution. The feedback matrix is
1) Decompose the room geometry into patches. estimated using the even-energy grouping scheme, and is

2) Calculate the diffuse form factors for all patch-to-ﬂratcnoe gsr)?ogtgggoln glo lwgg 93'%eg g;/ ; lllj%SO OO]; g(;zpiltg(()j; s around
reflections using (4). Calculate the distribution of thé I ): .
patch-to-patch delays, and choose the delay units aro n(!i:'g' 10 shovys the synthe_5|zed reverberation (normalized)
the distribution peaks, or quantized delay values Whij r room 1 using 8_delay I|_nes. Thanks to the fegdback
minimize the average error. structure, the reflection density of simulated echoes asze

3) Sort the form factors based on the transported enerégl.pidly as time inqreases, WhiCh. gives sufficient echo dgnsi
Assign them toN groups as shown in Fig. 8. r late reverberation. The amplitudes of the echoes dserea

4) Estimate the FDN-RTM parameters as detailed in Sescr_noothly with an exponential rate. Subjective listeningtge

tion 11I-C: the feedback matrix using (5-8), the attenpf synthesized signals for speech and music samples shows

uation factors for each delay line using (10), the Iovvt-halt satisfyir?g sound quality with smooth reverberant soun
pass filter coefficients using (12), and the average del89n be obtained with at leastdelay lines.
length using (14).
5) Square-root the feedback matrix and switch the sighs Numerical analysis
of the entries according to the signs of the Hadamard The parameters of FDN-RTM are estimated from the Ra-
matrix. diance Transfer Model. Thus, it is of interest to see if the
6) Using (15), adjust the attenuation factors of each delgpN-RTM models the energy decay in a similar way as the
line based on the average delay length (in step 4) ap@diance Transfer Method. We use the energy decay curve to
the chosen delay units (in step 2). compare these two methods.

Figure 9:Process of finding the parameters of the FDN-RT
algorithm.
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Late reverberation for Room 1 box, four pillars and the windows. Thus the Sabine predictio
‘ ‘ ‘ ‘ ‘ is not guaranteed to be accurate for Room 4.

Table 1I: Prediction of reverberation time using the RTM,
FDN-RTM and Sabine formula. The reverberation times are
in seconds, and the errors are in percentage.

Impulse response

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 Sabine| RTM FDN- Error to Error to

time [s] Room | =) ) | RTM (s) | Sabine (%)| RTM (%)
5 1 1.178 | 1.078 | 1.110 5.8 2.9
= 2 0.246 | 0.217 | 0.228 7.3 3.2
2 3 0.758 | 0.743| 0.785 1.0 5.7
2 4 0.861 | 0.778 | 0.849 1.4 9.1
[}
>
:J% The reverberation times estimated by FDN-RTM agree well
= 07 163 o' with those estimated by RTM and Sabine formula. However,
frequency [Hz] the reverberation times estimated by FDN-RTM are slightly

longer. The main reason is that the feedback matrix estianate
mu&ing even-energy grouping scheme has some eigenvalues

slightly higher than the others, which makes the corresjpond

delay lines decay slower. Note that the synthesized revarbe

Fig. 11 shows the energy decay curves of the impul§@n of Room 4 has a higher error compared to RTM, mainly
responses synthesized using FDN-RTM and RTM for the foggcause the_esnmated feeplback matrix is not perfecthamnit
rooms. It is shown that the impulse responses estimated (5 largest eigenvalues being 1.076). _ _
FDN-RTM are exponentially decreasing, which is shown as Althqugh the experimental geometries have high reflection
linearly decreasing on a logarithmic scale (dB). This is tiue Co€fficients, the FDN-RTM networks also work for more
the fact that the estimated feedback matrix is near unitady a2PSorptive materials in the same way as for the low absarptiv
system poles are of near unit amplitude. The decay ratesndfterials. The feedback matrix estimated using the even-
FDN-RTM agree well with those simulated using RTM, whic/gn€rgy grouping scheme in Section Ill-E is nearly unitary,
shows that FDN-RTM can be used as an alternative meth@ad thus is lossless in the feedback delay networks steictur
to RTM in application cases where the late reverberation 1$'€ €nergy decaying trend of the reverberation is affected b

assumed diffusely reflected and only the general decay satdlie estimated attenuation filter of each delay line (estwhat
of interest to the perception. by the absorption characteristics of the walls).

Figure 10:Room impulse response synthesized for Roo
with FDN-RTM using delay lines.

D. Computation performance

Room 2
END_RTM While achieving comparable simulation results for late
-~ —RWM reverberation, FDN-RTM requires a much smaller computatio
time than the RTM during the pre-computation stage and the
40 real-time rendering. Table 11l compares the computatiores
for both methods on a standard PC.
ek Here, the pre-computation time for the RTM includes the
decomposition of the geometry, the calculation of the form
factors and the computation of high order patch-to-pateh re
sponses. The rendering for the RTM includes the generafion o
the room impulse response and the convolution of the RIR with
the dry signal. The pre-computation for FDN-RTM method
includes the decomposition of the geometry, the calcuiatio
of form factors, the even-energy grouping scheme and the
Tirgf[s] 1 0 Timof[s] 1 parameters estimation. The rendering for FDN-RTM method
includes the feedback loops of the input signal, which nexgui
Figure 11:Energy decay curves of the wideband impulsé72+kN multiplications and some additions/delays during the
responses synthesized using FDN-RTM and RTM.zFheis feedback loops, as shown in Fig. 6.
is kept within[0, 1]s and they-axis is within[0, —60]dB. The FDN-RTM can be regarded as a simplified and efficient
implementation of the RTM using only a few delay lines,
Table 1l compares the reverberation tirfilg, estimated by while the original RTM uses several hundreds to thousands
the RTM (reference), FDN-RTM and Sabine formula for thef patch-to-patch interactions. By increasing the number o
four rooms. TheTy, estimated by Sabine formula for Roomdelay lines, the sound quality increases, at the price ofjladri
4 is an approximated value where the volume of the room égemputation load. The computation time for FDN-RTM using
simplified by considering only the volume of the main shoet to 16 delay lines is shown in Table Ill. The pre-computation

[dB]

[dB]
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Table 1ll: Computation time consumed for RTM and FDN-RTM with 4, 8 andédléy lines to compute a one-second room
impulse response. The computer used for this simulatioraha8 GH >z CPU and 8 GB RAM.

Room | Number of patche RTM FDN-RTM N=4 FDN-RTM N=8 FDN-RTM N=16
Pre-comp. | Render (s)| Pre-comp. (s)] Render (s)| Pre-comp.(s) | Render (s) | Pre-comp. (s)] Render (s)
1 164 1 h 18 min 30.4 1.93 0.078 2.72 0.187 4.64 0.476
2 64 13 min 7.1 0.42 0.091 0.49 0.178 0.67 0.451
3 68 14 min 8.0 0.46 0.097 0.58 0.192 0.66 0.504
4 435 14 h 51 min 85.8 13.34 0.090 24.08 0.190 30.48 0.493

time for the FDN-RTM depends on the complexity of thdistening. During the main test, the listeners were asked to
geometry, i.e. the number of patches. After the paramefersrate the sound quality of the various reverberant samples. T

the FDN-RTM are estimated, the rendering time is independexxperiment takeg0 — 25 mins for each listener.
of the complexity of the geometry, and increases almost

linearly with the number of delay lines.

To render a one-second signal, FDN-RTM takes about 1
to 500ms during run-time on a standard computer, depend
on the number of delay lines. This makes this geometry-bas
reverberator suitable for real-time processing. It shooéd
emphasized that this is typically 2 to 3 orders of magnituc
less than needed by the RTM.

E. Subjective analysis

In this section, we evaluate the perceptual quality of r
verberated sounds as synthesized by the FDN-RTM mod
for both speech and instrumental signals. Informal listgni
sessions indicate that, using only 4 delay lines, the rerartt
sounds feature a slightly metallic quality. When the numb
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of delay lines increases, this metallic attribute is redii@gth
more natural-sounding reverberant signals.
To evaluate more formally the sound quality of the latgigyre 12:Listening test results for reverberation using FDN-
reverberation, subjective listening tests were condu RTM with 4, 8 and 16 delay lines.
cording to the ITU-RBS.1534 Multiple Stimulus with Hidden
Reference and Anchor (MUSHRA) recommendation [41]. The Fig. 12 shows the statistics of the sound quality rated by

tests were performed using professional-grade headphofif$iisteners. The boxplots shown in the diagrams contan th
(Beyerdynamic DT770 Pro). 10 listeners (excluding the awhedian, upper, lower quartiles and outliers. The results of
thors) were involved, 9 males and 1 female, aged betwegfano, cello and trumpet are averaged on a single diagram
20 and 32, all of them with some previous experience @br the sake of conciseness, and also for the reason that
listening tests. The input dry signals are eight excerpts gfey show similar results. The results clearly show that the
anechoic recordings of speech, piano, cello and trumpetousound quality increases with the number of delay lines for
selected from [42], [43], each with a duration of ab@ut10s. poth voice and musical instruments. Although FDN-RTM with
The instrumental signals are mostly legato. Rodmand 4 delay lines can produce excellent sound quality in some
Room4 were used as simulation environment. The reflectiafhses, in general, its produced sound quality is irreguidr a
coefficients of Roomi were modified to hav€lsy = 2.34s  thus is not recommended for practical use. The sound quality
and theTg, of Room1 is kept atl.11s. Sixteen test sessionshas noticeable improvement from 4 delay lines to 8 delay
were carried out by synthesizing the reverberant soundseof {fines. With 16 delay lines, the reverberant sound becomes
eight input signals in the two testing rooms. In each sessigfinoother and is nearly as good as the RTM. Some listeners
the reverberation generated by the RTM was used as referemge confused the FDN-RTM with 16 delay lines with the
As suggested in [41], the anchor signal was obtained by lovference. In general, the reverberant sounds are of higher
pass filtering the reference signal with a cut-off frequeoty quality for musical sources than for vocal sources, espgcia
3.5 kHz. The signals under evaluation were generated by {yiere a small number of delay lines is used. In conclusion,
FDN-RTM using 4, 8 and 16 delay lines, with parametetg obtain satisfactory sound quality for the late revertiena

estimated by the room geometries. Some sound examples Usslsuggested to use at least 8 delay lines for the FDN-RTM.
in the tests can be found on the companion weBsite.
Before the main test, listeners had to perform a training Frequency-dependent reverberation
phase: the listeners were exposed to the nature of the rever- - : . . .
berant signals used in the test in order to gain experience inFor realistic reverberation simulation, the reverberatime
is modeled in different octave bands following the magretud

Lhttp://perso.telecom-paristech.fr/~hbai/demo_ASLP520 response characteristics of the wall absorption filter.
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bands of the modeled impulse response using third-order
filters, comparing with the Sabine calculated octave HApd

and the RTM modeled’sos. The Sabine prediction of the
reverberation time in different octave bands is calculatsd

A0 0.161V 0.161V

T60,5ab = ) = Yo Ai(1— |[H(e7v|?)

It can be seen that the low-pass property is well modeled
by a third-order filter, although the transition from the ling
amplitude frequency band to the low-amplitude frequency
band is slower compared to the ideal RTM and Sabine estima-
tions. In our experiments, we choose the third-order filgar f
realistic reverberation synthesis, as it is sufficient taleldhe

20 ' Time [s] frequency dependent characteristics for most materialsher
Frequency [kHz] increasing the order of the filter brings in little improvemhe
tq the modeled frequency characteristics while also irsinga
the computation time. The computation time using filters of
increasing order is summarized in Table V.

P (22)

304
T, o

Magnitude [dB]

50 :

15

Figure 13: Frequency-dependent energy decay for Room
modeled with the low-pass filter.

Table V: Computation time consumed for FND-RTM using 8

25 T

o— FON-RTM delay lines with various orders o.f frequency-dependerréilt
+ _?-_ETQ/-' to compute a one-second room impulse response.
\ - — Sabine
Filter order no filter | 15 order | 29 order | 377 order
Computation time (s)| 0.187 0.214 0.234 0.257

1 V. CONCLUSIONS

Reverberation time [s]

In this paper we propose a new method which implements a
1 simplified radiance transfer method using the FeedbackyDela
Network structure. It inherits the accuracy of the physical
model of the acoustic radiance transfer method, at a much
107 10° 10° lower computational load. The sound quality approaches tha
frequency [Hz] of the radiance transfer method, with the increase of delay

Figure 14:Reverberation time in different octave bands. Thines. This method can simulate room acoustic charadtesjst

EDN-RTM uses third-order filters to model the frequenc?znd synthesize virtual reverberation in real time, taking i
dependent characteristics of the wall materials. account the physical characteristics of the simulated room

Further extensions can investigate the grouping scheme, in
order to obtain a more flexible group design, and possibly to

As an example, the walls of Room are selected with Introduce spatial information for each group.
frequency-dependent absorption materials [44], as shawn i
Table IV. The source and the receiver are both assumed to be
located at positioni3, 3, 1.5]m.

A first-order low-pass filter is designed using (12) to model
the frequency-dependent characteristics of the absorpti@- REFERENCES
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