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State of the Art

Cryptographic algorithms may leak some side information about the sensi-
tive variables it manipulates through the so called side-channels. These leak can
be of different natures, typically leakages includes timing leakages [1], micro-
architectural leakages [2], electromagnetic leakages [3, 4] or even power consump-
tion leakages [5]. The corresponding side-channel attacks can be very powerful and
compromise the security of most cryptographic primitives if the proper counter-
measures are not implemented.

The masking countermeasure is one of the main countermeasure since it pro-
vides provable security guarantees. In a masked implementations, every sensitive
variable is split into several shares on which the computations are performed. As
a consequence, the adversary obtains leakages on each shares independently. The
adversary needs to recombine the leakages to recover the secret sensitive variable.

De Chérisey et al. [6] showed how the mutual information can be used to bound
the number of measures required by a side-channel adversary to recover a targeted
sensitive variable with a given level of confidence. Liu et al. [7] further showed
that generalized version of mutual information (Sibson’s α-information) can also
be used in this perspective. Figure 1 illustrates the security bounds obtained with
this approach.
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Figure 1 – Mutual Information Based Security Bound Extracted from [8]

Problem at Stake

Both De Chérisey et al. and Liu et al. rely on a ”linear bound” where the in-
formational metric grows linearly with the number of measurements This process
is called tensorization or single-letterization in information theory. This approach
cannot be tight for a large number of measures because the informational metrics
are bounded by the entropy of the secret. Hence the question : How can we im-
prove the tensorization of the informational metrics in the side-channel evaluation
setting ?

60 Best Information is Most Successful

leakage model chosen is given by the equation

y(k, ti) = Hw(Sbox(ti ü k)) (i = 1, 2, . . . , q)

where Hw(·) is the Hamming weight (of the value written in binary), and Sbox(·) is the
AES substitution box [NIS01]. We suppose that the zero-mean additive white Gaussian
noise (AWGN) has standard deviation ‡ = 4. This gives a signal-noise ratio SNR = 1/8.

Figure 3 shows the results on I(X;Y | T = t) obtained by Monte-Carlo simulation.
We notice that

• as expected in Subsection 3.3, the first upper bound (4) is linear in q;

• as expected in Subsection 3.4, the second upper bound (5) converges to H(K) =
n = 8.

Figure 3: Comparison of the two upper bounds (4) and (5).

4 Application to Additive White Gaussian Noise
In this section, we develop the results of Theorem 1 for leakages with additional white
Gaussian noise. Indeed, this is the most common case for attacks such as DPA, where the
noise comes from the measurement tools.

With this model, we can link the success rate to Shannon’s capacity C = 1
2 log(1+SNR),

and therefore, to the SNR, where SNR = VAR(Y )
‡2 . Moreover, at the end of this section, we

will extract a parametric estimation of the Mutual Information where the only parameter
to know is the SNR.
Remark 2. With additive white Gaussian noise, the SNR of the traces can also been written
as:

SNR = Var(Y )
‡2 ,

where ‡ is the standard deviation of the noise.

Figure 2 – De Chérisey Bounds on Mutual Information Extracted from [6]

De Chérisey [6] obtained a non-linear bound in the unprotected scenario (Fi-
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gure 2) which can serve a starting point. A first step will be to re-derive a similar
non-linear bound in the protected scenario. Issa et al. [9] also improved the asymp-
totic tensorization of the informational metrics by connecting it to the Chernov
exponent. Their results cannot be used as his since it applies at the limit, howe-
ver their ideas could be used to improve further the non-linear tensorization of
informational metrics.

Organization

In this internship, the student will :

1. establish a state of the art on tensorization of informational metric for side-
channel analysis ;

2. improve existing bounds to obtain a nonlinear bound of the informational
leakage in terms of number of measurements ;

3. validate numerically its approach and compare to the state of the art
bounds.
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